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An experiment was conducted to explore the effects of automation and task loading on aviation plan monitoring and errors in plan revision. Pilots were asked to select one of two flight paths that traversed through hazardous airspace and to then monitor the safety of the path by seeking and reporting changes in dynamic traffic aircraft and weather systems. Following change detection, pilots were given the opportunity to revise their flight plan as a result of the changes. Attention guidance automation, which was reliable for plan selection, but failed to highlight a critical change that threatened safety after plan selection, was present on half of trials. Automation improved planning accuracy and confidence in high workload conditions. However, in nearly one third of trials, pilots failed to revise the flight plans as a result of a change, and were more likely to do so with imperfect automation in high workload.

INTRODUCTION

With the implementation of free flight, the responsibility of enroute flight planning is shifting from the air traffic controller to being jointly shared with the pilot. As such, the pilot should be adept in selecting, monitoring, and revising flight plans (Layton, Smith, & McCoy, 1993). These planning stages may be explained using an information processing model (Wickens & Hollands, 2000), in which the pilot must first filter and perceive environmental information and weigh the importance of these elements. This information is then integrated with that in memory stores, and an action is selected and executed. While plan construction and selection has been examined in both basic (Ward & Allport, 1997) and applied research (Xiao, Milgrim, & Doyle, 1997) domains, few studies have examined the underlying cognitive constructs of the plan monitoring and revision processes.

Though it may be argued that plan revision is simply a modified installment of an original plan, recent accident statistics have indicated that plan revision is a unique task, affected by somewhat different factors than plan selection. The National Transportation Safety Board, in investigating air carrier accident reports 1978 through 1990 found that two-thirds of decision errors could be attributed to pilots’ unwillingness to revise established flight plans (NTSB, 1994). Plan revision errors, formally termed plan continuation errors (Orasanu, Martin, & Davison, 2001), are also a contributing cause to fatalities in aviation. For example, Goh and Wiegmann (2001a) examined general aviation accident reports from 1990 to 1997 and found that roughly 75% of accidents caused by revision errors were fatal, compared to only 18% for other types of general aviation accidents.

The need for plan revision is always characterized by a change, either in the pilot’s goals or in the environmental conditions of the airspace. For example, deterioration in weather conditions along the pilot’s flight path would dictate plan revision. Plan continuation errors result when the pilot fails to perceive the changing context of the airspace and subsequently consider alternate flight plans (McCoy & Mickunas, 2000). Though the failure to revise a plan is often attributed to overconfidence (Goh & Wiegmann, 2001b), lack of experience (Burian, Orasanu, & Hitt, 2000), or frequency of risk-taking behavior (Goh & Wiegmann, 2001c), recent investigations have found a link between plan continuation errors and situation awareness (Goh & Wiegmann, 2001b; Orasanu, Martin, & Davison, 2001). In agreement with this latter finding, the authors hypothesize that the failure to detect an environmental change that threatens flight safety may be an additional causal factor in plan continuation errors.

Change detection has been examined in basic visual tasks (Rensink, O’Regan, & Clark, 1997), automobile human factors (Pringle, Irwin, & Kramer, 2001), and aviation environments (Podcerwinski, Wickens, & Alexander, 2001). Together, the literature suggests that individuals are likely to miss more than half of the changes that occur (cf. Rensink, 2002). Such “change blindness” also occurs in skilled pilots. For example, Niklolic and Sarter (2001) investigated pilot performance in detecting mode changes in their flight management system and found that pilots missed over 10% of changes, and that this rate substantially increased with competition for visual attention. Though overall change detection is poor, performance is mediated by top-down information processing factors. In one study, detection of
relevant changes (i.e., changes that cause a potential conflict) in both traffic aircraft and weather systems was superior to that of irrelevant changes (Podczerwinski et al., 2001). Goh and Wiegmann (2001c), however, found that pilots consistently failed to detect severe deteriorations in weather, though these changes were directly relevant to the goal of safe flight. This finding may be explained by a common decision making phenomenon termed the confirmation bias (Wason, 1960). Under this bias, the pilot would seek cues that confirm the belief that the originally filed flight path was safe and ignore cues that refute the belief. Ambiguous cues, which hold no informational value to the task, are perceived to support the belief (Einhorn & Hogarth, 1978). The confirmation bias may be linked with the tendency to commit a plan continuation error. Embedded within every plan continuation error is a change that refutes the pilot’s belief that the flight path is safe. Under this bias, the pilot would be less likely to detect this change thereby failing to reassess the situation and the potential alternative flight paths. This link between the confirmation bias and plan continuation errors encompasses the first theme of the present study.

As we have shown thus far, planning is a highly demanding, complex task. Planning can be critically limited by the various sources and sheer amount of information in the environment (Xiao et al., 1997), the amount of information that can be held in working memory (Ward & Allport, 1997), the probabilistic nature of the hazards in the airspace, and poor situation awareness (Endsley, 2000). One solution to overcoming these concerns is the implementation of automation. Pilots have cited workload as one of the most important reasons for employing automation (Riley, Lyall, & Wiener, 1993), and attention guidance aids have been shown to assist performance in directing attention to the relevant elements of a scene (Mosier, Palmer, & Degani, 1992), and reducing workload and improving situation awareness (Wiener, 1985; Billings, 1991). Negative effects, such as cognitive tunneling, are also associated with imperfect automation (Wickens, 2000). Consequently, if an aid fails to highlight a relevant element of the visual scene, the pilot may fail to detect the important, but uncued element. Performance with imperfect automation comprises the second theme of the present paper.

The present experiment was conducted to assess the performance of pilots in selecting a safe flight plan and then in monitoring the plan with and without the aid of automation. In a low fidelity simulation, participants selected one of two presented plans that traversed through hazardous airspace and then monitored the safety of the routes by detecting changes in traffic aircraft and weather systems. Change detection performance was assessed in detecting confirming, refuting, and ambiguous changes. Both workload and the presence of automation were manipulated.

In agreement with the literature presented, we first hypothesized that plan continuation errors were linked to the confirmation bias, which would manifest in the inability to detect a refuting, safety-threatening change. Furthermore, we sought to show that automation, though beneficial during the stage of plan selection, would hinder plan monitoring and lead to a greater number of plan continuation errors when the aid failed to account for a safety-threatening change. Finally, we drew conclusions regarding the effects of workload on each of the planning stages (selection, monitoring, and revision).

**METHODS**

**Procedure**

Twenty-eight pilots from the University of Illinois Institute of Aviation, sixteen of whom were instrument certified, participated in the experiment. The pilots were asked to select the safer of the two presented paths, while considering the risk posed by terrain, traffic aircraft, and weather systems. The integrated hazard display, depicting ownship at the beginning of the trial is shown in Figure 1a.

After selecting a flight path, pilots were asked to monitor the safety of the plan by seeking and detecting changes in the altitude or trajectory of weather systems and traffic aircraft. Pilots were instructed to press a key when they detected a change and inform the experimenter of the item that changed and the nature of the change. In one fourth of trials, a change substantially threatened the safety of the flight path. At the midpoint of each trial, participants were asked to recommend the safer plan to a following aircraft that would be confronted with the same flight path choice as the participant, while taking into account the changes that had occurred up to that point. The progression of the trial is shown in Figure 1b.

**Hazard Symbology**

The display depicted weather, terrain, and air traffic hazards. A risk value was calculated for each of the
hazards, based on the projected closest lateral and vertical distances of ownship to the hazard (see Muthard & Wickens, 2002). These risk values were then summed and weighted by a coefficient to ensure that all three types of hazard contributed equally to the overall integrated risk value. Risk algorithms were used to determine the safety of each of the two flight paths and to determine the impact of a change on flight safety.

Weather and Traffic Changes

Ten experimenter-induced changes in the altitude and trajectory of weather systems and traffic aircraft were implemented in each trial and were spaced randomly. Changes occurred every 25 to 75 s in the low workload condition and 17 to 50 s in the high workload condition. Each change was designed to increase, decrease, or have no noticeable effect on the safety of one of the two flight paths. To evaluate the presence of the confirmation bias, changes were classified as confirming, refuting, or ambiguous. A confirming change was defined as any change that increased the safety of the chosen flight path or decreased the safety of the unchosen path (i.e., that confirmed or reinforced the wisdom of the pilot’s original flight path choice). A refuting change was defined as any alteration that decreased the safety of the pilot’s chosen flight path or increased the safety of the unchosen path. Ambiguous changes had a minimal effect on the safety of either flight path. Graphic representations of these forms of changes are shown in Figure 2.

Plan Revision

One fourth of trials were designed to assess the frequency of plan continuation errors. During each of these trials, one of the changes occurring after the flight plan choice had been made, increased the risk of the initially safer flight path to a level that was then higher than that of the unchosen path. As a result of this change, the pilot should have optimally revised his or her flight plan at the midpoint of the trial when advising the following aircraft. On these trials, if the pilot failed to revise the plan, the behavior was classified as a plan continuation error.

Automation

Attention guidance automation, designed to support the plan selection task, was provided on one half of trials. Under this condition, the most hazardous one-third of elements was highlighted. The highlighting status of hazards remained constant throughout the entire trial (i.e., independent of whether the hazard changed), and was always 100% reliable for the plan selection task. The automation, however, failed in all of the trials described above in which a safety-
threatening change was implemented. In these trials, the automation failed to register the new risky status of the hazard and did not highlight the hazard, even though it changed and became essential to the safety of flight.

**Experimental Design**

The independent variables included workload (between-subjects) and the presence of attention guidance automation (within-subjects). Workload was manipulated in three ways. In the low workload condition, pilots were given 40 s to initially select a flight plan, the speed of the trial was ‘slow’ (i.e., the trial lasted 12 minutes), and no loading task was present. In the high workload condition, participants were only given 20 s to select a plan, the speed of the trial was increased by 50%, shortening the trial time to only 8 minutes, and pilots were also responsible for maintaining level pitch and roll in a secondary attitude tracking task.

**RESULTS**

**Plan Selection**

To assess the effects of workload and automation on plan selection performance, we examined plan selection accuracy, response time, and choice confidence in three ANOVAs. The main effect of workload was not significant for accuracy ($F(1, 27) = 1.21, p > .10$), response time ($F(1, 26) = 1.41, p > .10$), or confidence ($F(1, 27) = 1.93, p > .10$). The automation main effect was also not significant for accuracy ($F(1, 27) = 1.21, p > .10$), response time ($F(1, 26) = .94, p > .10$), but was significant for the confidence dependent variable ($F(1, 27) = 8.36, p = .01$), suggesting that pilots were more confident in plan selection with the automated aid than without.

Finally, the automation and workload interactions were not significant for accuracy ($F(1, 27) = 1.21, p > .10$), response time ($F(1, 26) = .02, p > .10$), or confidence ($F(1, 27) = 1.37, p > .10$). Further examination, however, revealed important significant findings within the nonsignificant interactions for both accuracy and confidence.

When pilots were presented with an automated aid, both accuracy ($t_{(15)} = 1.94, p = .07$, marginally significant) and confidence ($t_{(15)} = 2.67, p = .02$, significant) were higher with automation than without the aid, though these differences were only observed for the high workload condition, as shown in Table 1.

**Plan Monitoring**

In the plan monitoring phase, we wished to first examine the effect of highlighting on change detection and did so by comparing performance in detecting changes to hazards that were highlighted to those that were not highlighted as a function of workload. The analyses revealed that changes to highlighted hazards were detected more accurately ($F(1, 26) = 27.72, p < .001$) and more quickly ($F(1, 22) = 4.47, p = .05$) than changes to nonhighlighted elements. Additionally, a speed-accuracy tradeoff was found for workload, such that changes in the low workload condition were detected 36.0% more accurately ($F(1, 26) = 7.68, p = .01$), but 6.7 s more slowly ($F(1, 22) = 8.88, p = .007$) than those in the high workload condition. The automation and workload interaction was not significant for accuracy ($F(1, 26) = 1.75, p > .10$) or response time ($F(1, 22) = .27, p > .10$).

Second, we assessed the presence of the confirmation bias in plan monitoring, by comparing detection performance for changes that confirmed or refuted the pilot’s hypothesis that the flight path was safe, and for changes that provided ambiguous information regarding the hypothesis. Results showed a significant main effect for the confirmation manipulation in both detection accuracy ($F(2, 54) = 4.48, p = .02$) and response time ($F(2, 54) = 6.30, p = .003$), showing that refuting changes ($M = 38.7\%, M = 15.7\, s$) were detected more accurately and more quickly than confirming ($M = 33.7\%, M = 18.2\, s$; $t_{(27)} = 1.71, p = .10$, $t_{(27)} = 1.66, p = .10$) and ambiguous changes ($M = 31.5\%, M = 22.4\, s$; $t_{(27)} = 2.75, p = .01$, $t_{(27)} = 3.55, p = .001$). This finding does not support the confirmation bias described previously.

**Plan Revision**

The analyses conducted on the plan revision data were based on a limited sample size, because this data was only assessed for the one-fourth trials in which a critical change threatened flight safety. As such, conventional significance levels were not used to determine importance. Given the large differences in magnitude of the findings, and given that the power of the tests was limited because of small sample sizes, it remains important to stress the

---

**Table 1.** Plan selection accuracy and confidence was higher with automation, primarily when workload was high.

<table>
<thead>
<tr>
<th>Workload</th>
<th>Control</th>
<th>Highlight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>Low 65.4%</td>
<td>High 65.6%</td>
</tr>
<tr>
<td>Confidence</td>
<td>Low 4.7</td>
<td>High 5.4</td>
</tr>
</tbody>
</table>
potential meaningfulness of the following analyses, despite the lack of statistical significance. To examine the association between plan continuation errors and pilots’ adeptness at plan monitoring, we looked first at the two trials for each pilot in which an experimenter-induced change substantially threatened the safety of the pilot’s flight path. Results indicated that plan continuation errors were committed on 18 of 56, or nearly 32% of trials. We then examined the pilots’ accuracy in detecting the safety-threatening change (whose overlooking defined the plan continuation error) and found that detection accuracy was lower on trials when a plan continuation error (33.3%) was committed than when it was not (48.3%), $\chi^2 = 1.29, p = .25$.

To test the hypothesis that imperfect attention guidance automation would result in a greater frequency of missed critical events, we assessed accuracy in detecting the safety threatening change in both the control and automation condition. Results revealed that a 60.9% of misses occurred with imperfect automation and only 39.1% of misses occurred in the control condition, $\chi^2 = 1.85, p = .17$.

Finally, we examined the frequency of plan continuation errors as a function of imperfect automation. Analysis revealed that, in the high workload condition only, a greater percentage of the trials with imperfect automation were comprised of plan continuation errors (7 of 16 or 43.7%) than in the baseline condition (3 of 16 or 18.7%), $\chi^2 = 2.33, p = .13$. In the low workload condition, plan continuation errors were committed more frequently in the control condition (5 of 12 or 41.7%) than with imperfect automation (3 of 12 or 25%), though this difference did not even approach significance, $\chi^2 = .72, p = .40$.

**DISCUSSION**

Two themes were researched in the present study. The first goal was to establish a link between the confirmation bias and plan continuation errors. Though overall results indicated that pilots were more sensitive to refuting than confirming changes, therefore not supporting the confirmation bias, the findings also showed that pilots often failed to detect a refuting, safety-threatening change, and were more likely to then commit a plan continuation error. These findings suggest that pilots generally do not exhibit the confirmation bias during plan monitoring, but a minority of pilots do so, and some of this tendency can be attributed to a lack of sensitivity to all refuting changes.

The second theme of the present paper addressed the influences of workload and automation on plan selection, monitoring, and revision. Results showed that attention guidance automation was beneficial in improving plan selection accuracy and confidence, especially in the high workload condition. This finding agreed with previous research, which has shown that automated aids are more likely to be employed under high workload (Riley et al., 1993), and are beneficial in assisting performance by directing attention to the relevant elements of a scene (Mosier, Palmer, & Degani, 1992), reducing workload, and improving situation awareness (Wiener, 1985; Billings, 1991).

Though automation assisted the stages of plan selection, the aid hindered performance at the plan monitoring stages. Change detection performance for hazards that were not highlighted by the aid deteriorated, and pilots were less likely to detect the safety-threatening change when the automation failed to highlight its new important status than when automation was not present. Consequently, results indicated that pilots in the high workload condition were also more likely to commit plan continuation errors with the imperfect automated aid. These findings collectively reflect a failure to properly monitor automated aids, to cognitively tunnel resources to primarily elements highlighted by the aid (Wickens, 2000; Yeh & Wickens, 200), and the resulting failure to revise the unsafe flight plan.

In conclusion, the findings show that when automation is imperfect, pilots are much less able to detect a change in an element of the airspace that threatens flight safety. Consequently, they are more likely to continue on routes that are no longer safe, thereby committing a plan continuation error. Given that automation can rarely account for the uncertainties in weather and traffic prediction, these findings represent a genuine concern for the application of these aids as planning tools.
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